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RECOMMENDATIONS

1. Use of Biological Monitoring

Biological monitoring can be used in two ways. First it serves as insurance

against non-detection of gross, catastrophic changes in biological systems.

Second, it can detect smaller but statistically significant changes in

biological systems, by intensive sampling over fairly long periods of

time. (The paired-site approach can fulfill either purpose, depending on

the effort expended.)

Physical and chemical monitoring must precede biological monitoring
,

so that similar sites can be paired. Key parameters to be

matched for streams are flow, pH, temperature, alkalinity, and streamside

vegetation. This should be supplemented by enough paired-site biological

monitoring so that at a minimum, catastrophic changes will be detected.

Catastrophic changes might, for instance, be defined as changes in ratios

of drift densities of 1.5 log units. This is equivalent to a decrease

of 78% or increase of 348% in density at the treated site relative to

expected values at that site. Based on the illustrative example from

Study drift data, such a program would require a sample size of 6,

which might be achieved by 3 pairs of sites sampled once a year for two

years preoperationally. This estimate of sample size should not use the

formulas discussed in Appendix B, as the normal approximation is not

accurate for such small samples. Exact power calculations must be made.

Biological monitoring to detect smaller changes should be undertaken in

two kinds of situations.

1) Situations where some species are of particular importance in themselves
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nr in relation to important species; or

2) Situations where data on long term impacts of new types of development

are lacking (e.g. when new chemicals are released).

For example, if acidified streams are a potential problem, there is already

a body of existing information on a wide range of organisms which shows

that pH levels of less than or equal to 5.0 have short-term biological

effects and levels of 6.0 or less have produced long-term effects, On this

basis, it is more efficient to monitor pH continuously than to detect sig

nificant changes in biological parameters, which will take years. If there

were no data available on the effects of pH, then it would be important to

institute a long-term monitoring program around a source of acid.

2. Taxonomy

Even with the paired-site approach, it is clear that substantial biological

monitoring efforts are required to detect non-catastrophic change. There

fore, sampling and taxonomic analysis should not be carried out at any more

detailed level than can reasonably be considered in data analysis. It

appears necessary to identify individual species only when a particular

species is considered important or when such identification is necessary

in order to define larger groups, such as invertebrate functional groups

Qr Husted's (1937-1938) diatom groups. As Eberhardt (1976) points out, in

most cases we do not know which species are critical to the structure and

function of ecological systems, thus we can rarely select such critical

species for monitoring. McKenzie et al, (1977) discuss in detail what

appears to be the present state of the art of impact analysis in terms of

the use of taxonomic and physical/chemical data,
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3. Number of samples

Since preliminary estimates of sample sizes required to achieve a test of

a desired power may be in error, it may be desirable to sample more fre

quently than indicated by preliminary estimates. The extra samples can

be saved. After several years of sampling, if variances are higher than

expected and the analysis of variance is less powerful than required,

additional samples could be analyzed and added to the analysis.

4. Methods recommended in the Study Area

The first consideration in choosing methods of monitoring is the choice

of "important" functions or components to monitor. Once these are chosen

on the basis of economic or aesthetic considerations, known sensitivities

to stress, or ecological importance, then methods of sampling can be con

sidered. If studies of stream invertebrates are selected, then drift nets

appear preferable to Hester-Dendy samplers because they are rarely lost

and are less vulnerable to problems due to fluctuating flows and water

levels. If no particular component is known to be more important than

others, and the objective is to choose one of the many important biological

components of the system, then periphyton sampling appears to provide the

most reliable estimates of parameters for a reasonable sampling effort. To

achieve similar reliability from drift net and Hester-Dendy samplers requires

numbers of samples that are impractical. However, it is not known to what

extent changes in periphyton reflect the many possible kinds of change in

ecosystems. Therefore, if other components are of particular importance,

the substitution of periphyton studies for other kinds of studies is not

recommended.
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SIGNIFICANCE OF CHANGE

One of the major problems in designing biological monitoring programs

is ignorance of what constitutes significant change in the functioning

of ecosystems. It is desirable to monitor the "health" of the system,

but there is no consensus among ecologists on how this can be measured.

The relation of diversity to the health of an ecosystem has been dis-

cussed for years, but does not appear appropriate for all kinds of

systems. At a recent workshop on liThe Biological Significance of Environ

mental Impacts!! Buffington (1975) summarized as follows:

"An impact is significant if it results in a change that is
measurable in a statistically sound sampling program and if
it persists, or is expected to persist, more than several
years at the population, community, or ecosystem level.!1

The point is that even with a well-designed sampling program, the impacts

that are detected are not subtle, and are thus likely to be significant

in terms of the functioning of the system. All of the data from the Regional

Copper-Nickel Study documenting natural variability seem to support this

position; if anything is statistically significant in. these highly variable

ecosystems,it is probably biologically significant. The impossibility of

adequately moni·toring every facet of the ecosystem requires careful con

sideration of the design and planned utilization of every monitoring

program before it is initiated.
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Table~. Summary of some results from McKenzie et al (1977), analysis of data from aquatic
biological monitoring at nuclear power plants.

SITE AND
ORGANISMS

lio. of station
pairs

sampling frequency
per year

no. of years

preoperational

operational

tio. of paired
samples

LAKE MICHIGAN
BENTHOS

ZION PLANT

10

6

4

2

2

240

HADDAM NECK
BENTIIOS

2

9

5

3

2

90

LAKE MICHIGAN
PHYTOPLA,.""ITZTON

ZION PLANT

6

12

5

2

3

350

I:J
OJ

q
ro
w
00

a level 10%

power of test (l-S) 80%

model and mult~-log

data transformaton

least detectable
diff.

% increase

% decrease

difference found?

.25
log units

28%

22%

yes

additive additive
.; none

10% 10%

80% 80%

10.7
5 units

30%

30%

no no

mult~

log

10%

80%

.356
log

42%

29%

yes

additive
r-
10%

80%

yes

mult-*
log

10%

80%

0.20

20%

18%

no

*mult. refers to multiplicative models which lead to the use of a log transform.
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Table 2. Mean and maximum numbers of sample replicates estimated
(for all dates sampled) as needed to provide 95% confidence
limits of specified width for mean values of parameters of
replicate drift samples at a few sites sampled by Regional
Copper-Nickel Study. The number of replicates was calculated
for intervals of half width equal to 25% of the mean for all
parameters except total densities. For these, calculations
were, based on log transformed data and intervals were set at
half width equal to .5 log units.

DRIFT REPLICATES

MEAN NUMBER 'MAXIMUM NUHBER

SITE P-1 K-1 P-5 P-1 K-1 P-5
PARAMETER

No. of taxa 9.0 10.3 3.0 35.2 35.2 5.2

Shannon-Wiener
12.9 18.3 6.6diversity 1.6 4.4 1.8

Relative abundance
7.1 44.0 15.7of collectors- 2.7 16.9 8.9

gatherers
Total density

25.4 58.1 13.6invertebrate 8.9 19.9 5.2
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Table 3. Mean and maximum numbers of sample replicates estimated
(for all dates sampled) as needed to provide 95% confidence
limits of specified width for mean values of parameters of
replicate Hester-Dendy samples at a few sites sampled by
Regional Copper-Nickel Study. The number of replicates was
calculated for intervals of half width equal to 25% of the mean
for all parameters except total densities. For these, calculations
were based on log transformed data and intervals were set at half
width equal to .5 log units.

HESTER - DENDY REPLICATES

MEAN NUMBER MAXIMUM NUMBER

SITE P,+1 P-5 SL-1 P-1 P-5 SL-1
PARAMETER

No. of taxa 4.9 2.2 5.6 12.7 7.54 20.1

Shannon-Wiener
diversity 1.9 12.9 5.5 3.3 32.5 20.2

Relative abundance
of collectors- 16.5 23.8 20.1 77 .8 78.9 60.4gatherers

Total density
of invertebrates 4.0 7.4 17 .5 13.9 56.1 88.5



Page 41

Table 5. Mean and maximum numbers of sample replicates estimated
(for all dates sampled) as needed to provide 95% confidence
limits of specified width for Inean values of parameters of
replicate periphyton galss slide samples at a few sites sampled
by Regional Copper-Nickel Study. The number of replicates was
calculated for intervals of half width equal to 25% of the mean
for all parameters except total densities. For these, calculations
were based on log transformed data and intervals were set at
half width equal to .5 log units. Values in parentheses (*)
were calculated omitting data from one date at K-1.

PERIPHYTONSLIDE REPLICATES

MEAN NUMBER MAXIMUM NUMBER

SITE P-1 K-1 P-5 .SL-1 P-1 K-1 P-5 SL-1
PARAMETER

No. of taxa,
diatoms 3.5 2.1 6.4 5.7 10.8 5.5 16.0 14.1

Shannon-Wiener
diversity,diatoms 4.6 1.6 3.0 4.0 13.7 3.8 7.2 17.1

Total density of
diatoms 2.1 60.0 4.3 2.0 7.0 230 9.3 5.7

(3.4)* (9.1)*
Total density of
all cells 2.2 91.2 4.1 1.7 7.1 355 9.0 5.7

(3.3)* (8.7)*
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1/4 hr/site

PERIPHYTON(taxonomic analyses)*

1/4 hr/site

HESTER/DENDYDRIFT

Table 5. Comparison of quantitative aquatic biological sampling methods employed during the
Regional Copper-Nickel Study.

\j

C>
<..Cl_-===~~===~~::=-ro

Time <
Sampling (- 6 reps) 1 hr/site

processing 4-8 hrs/sample 2-4 hrs/sample 1/6 hr/sample**

analysis 6-7 hrs/sample 2-2!z hrs/sample 1!z-2 hr/sample

Ease of Sampling + +

Sampling problems

Sampling advantages

1. moving water necessary
to sample

2. affected by factors such
as life cycles, night length,
moon, weather, flow

3. generally large samples with
large amounts of detritus causing
difficult processing

4. specimens often become
battered in the net

5. current velocity measurements
are necessary but often difficult

1. very few samples lost

2. large sample size in general

3. adaptable to changing conditions

1. samplers frequently
lost because of vandalism
or changes in flow condition

2. samples generally small

3. water level fluctuations
during colonization" period
may subject samplers to
varying conditions and in
somes cases expose them

4. specimens often damaged
when samplers are scraped

5. limited number of taxa
collected

1. quick and easy field
sampling

2. samples easy to process

1. samplers frequently lost
because of vandalism or change
in flow conditions

2. water fluctuation during
exposure often subjects samplers
to varying conditons

3. it is more difficult to develop
a reference collection or have
specimen~ verified than with
insects.

4. involved processing procedures

1. quick and easy field sampling

2. easy storage of samples

4. large number of taxa collected



Table 5. continued

DRIFT HESTER/DENDY

7J
OJ
lO
(J)

+::>
w

PERIPHYTON(taxonomic analyses)*

Sampling bias 1. emerging insects 1. scrapers and
collectors over
estimated

2. few groups collected

1. Achnanthes and Cocconeis
prefer glass slides and
can crowd other species

* species proportional counts

** assumes at least 10 replicates processed simultaneously
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Figure lao Mean diatom diversity (Shannon-~iener Index, 1090) on three
glass slides P-l, an~ annual means' based on fou~ dates per year.

~ Points used in annual mean calculations

o Points not used in annual mean calculations...
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Figure lb. Mean and 95% confidence intervals for mean diversity
at P-l.
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Figure Ie. Temperature and discharge at P-I between
October, 1975, and October, 1977.
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Figure ld. Annual mean diatom diversity at station P-l
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Figure 2. Frequency distribution of mean Shannon-Wiener Diversity Index for Diatoms
on glass slides, for all sites and dates sampled by Regional Copper-Nickel Study.
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Figure 3. Frequency distribution of mean number of taxa of diatoms on glass
sites, for all sites and dates sampled by Regional Copper-Nickel Study. '"d

pu
()Q
(1)

~

\C

1976 SAMPLES.

1976 SAMPLES,n
D

[ill

I 1o 1977 SAMPLES.-i
..:.:

f
~
f

-4
>- ::::

~ J8' ~ I I i UNNAMED CREEK.
0::: ::::

u- j I I .-- IUD n r-t m I ERIE MINING STUDY,

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42

MEAN NUMBER OF TAXA, DIATOMS



Figure 4. Frequency distribution of mean number of taxa in drift samples,
for all sites and dates sampled by Regional Copper-Nickel Study.
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Figure 5. Frequency distribution of geometric means of total numbers of
invertebrates in drift samples, for all sites and dates sampled by
Regional Copper-Nickel Study•
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Fi gure 9. :Iatura1 log of the ratio of erift dens iti es at
stations K-1 and K-8 (In K-R/K-i) in 1976 and

1977 .



Page 56

APPENDIX A.

The following tables show the number of samples of each type collected

at each station for all sample periods. The dates included in each

sampling period are shown below.

Sample Period

1
2
3
4
5
6
7
8
9

10
11
12
13
14

Dates

May 1~ 1976 - June 18~ 1976
June 28~ 1976 - July 15~ 1976
July 19~ 1976 - July 30, 1976
August 9, 1976 - August 20, 1976
August 30, 1976 - September 10, 1976
September 11, 1976 - October 15, 1976
February 1~ 1977 - March 31, 1977
April 1~ 1977 - May 15, 1977
May 16, 1977 - May 31, 1977
June 1, 1977 - June 25, 1977
June 27~ 1977 - July 15~ 1977
July 18, 1977 - July 31, 1977
August 1~ 1977 - August 26, 1977
August 27, 1977 - November 5, 1977

Site names followed by the letters LA designate samples taken later but

in the same sample period indicated.
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A-I. Number of Samples, Diatom Slides, 1976

SITE DATE
1 3 4 5 .... ~ 6

Fl 3 0 3 0 3
881 3 0 3 n 3
KC1 3 0 3 0 3
P5 3 0 3 n 3

K? 3 0 3 0 3

811 1 0 3 0 3

D1 3 3 3 0 I
E) 3 3 3 3 3
SL3 3 0 3 0 3

K8 3 3 0 3 3
v1 3 3 3 3 3

RI 3 3 0 3 0

SR3 3 0 1 0 3

K5 3 0 3 () 0
PI 3 3 3 3 3

P2 3 0 3 f) 3
SLI 3 3 3 3 3

f.MJA 0 0 6 6 6
EI<\ 1 0 0 6 6 6
EM3 0 0 6 6 b

EM]LA 0 0 0 0 5
EM3LA 0 0 0 n b

El~l ALA 0 0 0 0 6
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A-2. Number of Samples, Diatom Slides. 1977

SITE DAlE
9 10 11 12 13 14

SPI 0 2 o· 2 0 0..... ", ....~
LI3 0 2 0 2 0 0
LIl 0 2 0 2 0 0
LI2 0 2 0 0 0 0
P5 2 2 2 2 2 0
K? 0 0 0 2 2 0

BII 0 2 Q 2 0 0
)01 :4 0 0 4 4 2 J

sci -
\0 2 0 2 0 0

SEi 0 2 0 0 0 0

E] 3' 0 0 3 3 0 !
SL2 2 0 0 0 1 0
K8 : 3,,~ 0 0 4 4 0

Kl " 0,.. 4., 0 0 4 0
SR2 :<~., 0 Q 4 0 2
SR3 2 0 Q 2' 2 0

K5 0 0 0 2 2 0

Pi 4 2 4 4 4 4

P2 1 0 0 0 2 0
SLl 4- 2 4 2 4 2
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A-3. Number of Drift Samplers, 1976

SITE DATE
1 2 3 4 5 6 1

Fl 0 2 0 3 0 0 0

881 0 3 0 {\ 0 3 0

KCl 0 3 0 1 0 0 0

P5 0 3 0 3 (I 2 0
K? 0 3 0 t'I 0 3 0

811 0 3 0 2 () 3 0

01 3 3 0 3 0 0 0

E} 3 3 0 3 0 3 0

SL3 0 0 0 2 0 2 0

1<8 3 3 0 3 0 3 0

K1 3 3 0 3 0 3 0

SRI 3 3 0 3 0 3 0

SR3 0 3 0 3 0 2 0
jKS 0 3 0 " 0 3 3

PI 3 3 0 3 0 3 3
P2 0 3 0 3 0 0 0

SLl 3 3 0 3 0 3 0

r::MI A () 0 4 0 2 3 0

EM} 0 0 6 0 4 3 0

EM2 0 0 2 ('\ 0 0 0

EM3 0 0 5 ('\ 4 3 lJ
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A-4. Number of Drift Samplers, 1977

SITE DATE
8 9 10 11 12 13 14

03 2 0 Q 0 0 1 0
Nl 1 0 0 0 0 2 0
spi 0 0 3 3 0 3 3

LI3 0 0 3 3 0 3 3
F2 1 0 0 0 0 0 0

KC2 1 0 0 0 o . 0 0
SHi 3 0 Q 0 6 3 0

T1 3 0 0 0 b 3 0
SGI ~ 0 0 0 0 0 0
cyi 2 0 " 0 0 2 0
NRI 1 0 0 0 0 2 u
SE2 2 0 0 0 0 3 0
Lli 0 0 3 3 0 3 3

~
LI2 0 0 3 3 0 3 3 IFj 0 0 0 0 0 1 0 \

Kcf 2 0 0 0 0 1 0 j
sci 2 0 0 0 0 3 0 I

f
P5 3 0 3 0 b 0 0 I

!

Nwf 3 0 0 0 0 3 0
,
1
f

K2 3 0 3 () 0 3 0 !BII 3 3 2 0 b 3 0
Di 3 3 2 0 3 2 0 I
Dci 3 0 0 0 0 2 0 !

SCI 2 0 3 3 0 3 3
SEI 0 0 1 3 0 3 3
El 3 3 3 0 :3 3 0

SL2 3 0 3 () 0 3 0

K8 3 3 3 0 3 3 0
Ki 3 3 3 0 3 3 0
SR2 3 3 3 3 3 3 3

SR2LA 0 0 3 0 0 0 0
SP3 3 0 3 0 0 3 0
Ks 3 0 3 0 0 3 0
PI 3 3 3 0 3 3 0
P2 3 0 3 0 0 3 0
SLI 3 3 3 3 3 3 3

SLILA 0 0 3 0 0 0 0
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f ~ Number of Hester-Dendy Samplers, 1976

SITE DATE
2 3 4 5 6

Fl 2 0 0 0 3
BSl 3 0 0 O· 3
I<Cl 3 0 0 t) 3
P5 3 0 0 (\ 3
1<2 3 0 0 n 3
BII 3 0 0 n 3.
D} 3 0 3 O· 3
El 3 0 3 I) 3
SL3 3 0 0 0 3
1<8 3 0 0 fl 3
I<} 3 0 3 0 0
SRI 3 0 1 " 1
SR3 3 0 0 () 3
1<5 3 0 0 r) 3
PI 3 0 3 n 3
P2 2 0 0 I) 3
SLl 3 0 3 0 3

~tv1] A 0 0 0 6 6
EMl 0 b 0 6 0
EM3 0 0 0 6 6
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A-6. Number of Hester-Dendy Samplers, 1977

SITE DATE
10 12 14

P5 3 2 3
K2 0 0 3
D] 4 4 3
1 4 4 0

.::1l2 3 0 Q
SR2 4 0 0
SR3 0 0 3
KS 0 0 3
PI 4 4 4
P2 3 0 0
SLi f> 4 4

••• ><A



Page 63

APPENDIX B

Use of Study data to estimate sample sizes for a paired-site monitoring

program.

The general form of the analysis of variance models for the paired-site

approach has been discussed in the text of this report. Ideally, estimation

of sample sizes required would be based on a pilot study or a study at a

similar facility including both preoperational and operational data. This

is rarely possible. However, one can use the Study data and a model including

at least some of the factors involved in the true situation to estimate the

error variance for the actual situation.

Sample Size

To get an estimate S, the residual standard deviation, one can proceed as

follows. Drift data from two pairs of sites, P-l, SL-l and K-l, K-8 were

used because these pairs appeared similar in water quality and had been

sampled more frequently than most other sites. In line with the suggestion

of McKenzie et al. (1977) that analyses focus on general groups of organisms,

the variable considered was the log of the ratio of total drift densities.

The (geometric) mean densities for all four sites and the log of the ratio

for pairs of sites are shown in Table B-3.

The simplest model for these data, using the same ratios as described

ear 1i er, is:

l.l = overall mean

Pk = Site pair effect
M· = sampling time effect

J

Yjk = The log ratio for site pair k at
sampling time j.

k ~ 1, 2, for 2 sites
j = 1, 9 for 9 sampling periods
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Table B-1. First Analysis of Variance Table for Log Ratio. of
Drift Densities, Site Pairs P-1, SL-1 and K-B, K-1.

Source

Site Pair (P)
Sampling Time (M)
Residual

Total

SS

.297
5.16

14.98

20.44

df

1
8
8

17

MS

.297

.646
1.873

This analysis of variance (Table B-1) yields the estimate,

S2 == 1.87 or

S = 1.37 log units.

However, one can also follow McKenzie et al. in considering years as

replicates. This requires matching up comparable sampling periods in

1976 and 1977, and gives us data collected at six times per year over

two years, with three missing dates. Then one can use the model

M. = sampling time effect
J

1 = 1, 2 years
j = 1, 6 for 6 samples/year

Table B-2. Second Analysis of Variance Table for Log Ratio,·of. drift
Densities, site pairs P-1, SL-1 and K-8, K-1, alternative
model.

Source SS df MS

Site Pair (p) 2.34 1 2.340
Sampling Time (M) 2.65 5 .531
P x MInteraction 20.51 5 4.102
Residual 6.96 6 1.162

Total 32.47 17

Note: These analyses were carried out using the program IVAN from the
University of Minnesota, Department of Applied Statistics.

This analysis yields the estimates S2 = 1.16, S = 1.08
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Exact calculations of the power of the test given a number of samples

is impossible without estimates of the variances involved in the true

situation, using preoperational and operational data. However, one can

estimate the sample sizes needed to compare two treatments (preoperation

versus operation) using our best estimate of the variance.

Using tables (Cooke and Larntz, 1973) for the sample sizes needed to give

a test with a given power, for a = .05 and a = .01, it is clear that the

sample sizes required will be large enough (for differences of less than

one log unit and the estimated variance) that use of the normal approxi

mations will give reasonable estimates. Using the normal approximation,

to detect either positive or negative changes, the formula relating the

total number of sample points in both the treatment groups, n, and the a

and S levels, is:

---,.,-z---y

n = [ Zl-a/2 120 1 + 20 2 +

Id I 2

where d is the magnitude of the difference to be detected. In these

examples, the variances for the two groups are assumed to be equal, so that

the formula reduces to:
t = 2 (_s_ )2

Idl

where t = ~n = the number of preoperational or postoperational data *oints.

Then with a = .10, S = .20,

t = 12.35 S2/ Id1 2,

Zl-a/2== 1.645,

d = 3.514 S
7t

Zs = .84, and

Thus with S = 1.077, to detect a change of .40 log units, 89 samples per

treatment are necessary, which could be achieved with 3 years of preoperational

data from 6 pairs of sites, 5 samples per year.

For other values of d, the number of samples, t, can be calculated by
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simple substitution.

The formulas for converting a detectable difference 0, pre-operational

operational) in log units, in the (In CIT) ratio,to a percentage change are

based on the formula:

%change ='T -Tobs pred
Tpred

where:

Tobs = observed geometric mean for treatment station during operation

T d= predicted geometric mean for the treatment station (predicted
pre ,from the preoperational control-treatment difference and the

control station operational mean).

Tpred is the expected mean at the treatment station when the null hypothesis

(zero effect of the operation) is true, and thus In(C/T) is e~pected to be

constant between preoperational and operational periods. This formula for

percentage change is equivalent to:

%increase = (eO -1) x 100,
%decrease = (l-e-O) x 100.

, p •. (rkKenzie et al. 1977).

An example can clarify this equivalence.

Consider the following preoperational data (Table 1), where subscript 9

indicates the geometric mean, and superscript bars denote means.

Table 1.

1nC-lnT 0.1

1.105

lnC 4.0

3.9

54.6

49.4

is assumed to be equal to 4.1 operationally, then it is possible to look



Page 68

at the observed change at the treated station if the difference in

lnC - lnT is equal to ~ .4 log units, and calculate the %change in19.

The table below presents the calculations for ~oth cases.

Case A,0=-.4
Preoperational Operational

lnC-lnT 0.1 0.5

(C/T) g 1.105 1.491

'I nC 4.0 4. 1

1nT 3.9 3.6

cg 54.6 52.0

19 49.4 36.6

%change inTo -33%

Ca se B, D=+.4
Operational

-0.3

0.7408

4. 1

4.4

52.0

81.45

+49%

0=0
EXPECTED
Operational

4.0

54.6

For both cases, the expected operational T = lnC operational - lnC-lnT

preoperational = 4.1 - (0.1) = 4.0

hence predicted---,=g- = 54.6

or

Then the percentage change = 36.5-54.6 x 100 = -33% = -(1-e-· 4) x 100.
54.6

81.45-54.6 x 100 = 49% = (e· 4_1) x 100.
54.6




